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Abstract The traditional stability diagram for lattice design described in the space of the gradients of a

focusing and a defocusing magnet is extended to study more complicated cases, in which the basic cell included

in the super-periodic structure has more than two gradients as variables. With the method developed here, it is

easy to understand the mechanism and the physics hidden behind these structural resonances and the method

can be used to guide the choice of the working points of a given lattice. Applications on the real machines are

given as examples, with the simulation results on dynamic aperture.
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1 Introduction

In most synchrotrons, super-periodic-lattice

structures are routinely applied to fulfill various pur-

poses. People used to choose the working point of

a lattice in the Qx-Qy tune diagram. In this case,

however, the influence of the structural resonance

stopbands caused by the super-periodic structures

can be obscured. Though the traditional stability

diagram, often adopted in the early 1960’s, can give

a clear picture of the structural resonance stopbands,

it is limited only for the very simple case like FODO

lattice, where Kf and Kd are two field gradients of

focusing and defocusing lenses of the cell structure.

Thus, one can study the structural resonance stop-

bands in the Kf-Kd stability diagram. We assert that

only when the stability diagram is presented in the

Kf-Kd space, and not in the more commonly used

tune space, would the effect of the super-periodic

structural resonances become clear visibly. With this

method, it is easy to optimize the lattice design by

finding the largest stable region in this diagram, and

weaken the effect from these stopbands
[1]

.

Along with the development of accelerator, some

new complex lattice cells were invented in 1980’s, such

as the Chasman-Green structure
[2]

, and the quasi-

FODO cell used in the Beijing Electron Positron Col-

lider (BEPC)
[3]

. In such kinds of basic cells, the

number of focusing and defocusing magnets is greater

than two, and so is the number of variables Kf,i and

Kd,i. It is then necessary to study the structural res-

onance stopbands in the multi-dimensional space of

Kf,i-Kd,i.

In this paper, we will first analyze the formation

and the features of structural resonance stopbands

in Section 2. As a practical application in Section

3, the high brightness mode of the Hefei Light Source

(HLS) in National Synchrotron Radiation Laboratory

(NSRL), Hefei, China, is studied along with its nor-

mal operating mode. We find even in the case of

multi-variables, one can still extend the traditional

stability diagram by means of a 2-dimensional sub-

space composed of any two gradient variables Kf,i and

Kd,i. With the improved method given in this paper,
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the optimal choice of working point can be made in

principle. Meanwhile, we illustrate further the mech-

anism of the formation of resonance stopbands and

the corresponding features in the case of complex

lattice cell structures. Finally, some conclusions are

given in Section 4.

2 Formation and features of structural

resonance stopband

2.1 Review on the basic of structural reso-

nance

For convenience to review the basics of the struc-

tural resonance, we first discuss the simplest case, in

which there are N identical FD lattice cells in a ring

(labeled as Structure A ). Here, F represents the fo-

cusing lens in horizontal but defocusing in vertical for

particle motion and D the defocusing lens in horizon-

tal and focusing in vertical with the same length as F.

Kf and Kd are field gradients of F and D lenses. For

easy calculation, we take each mid point of F as the

starting point of every period cell of {1/2F, D, 1/2F},
and find µx and µy (horizontal and vertical phase ad-

vances) of this structure as functions of x and y (stand

for Kf and Kd, respectively). If one takes x and y as

axes, it gives the well-known stability diagram or the

so-called “Necktie” diagram
[4]

.

Fig. 1. Stability diagram of a typical structure.

(a) Structure A ; (b) Structure B.

To be specific, we consider the example in

Fig. 1(a) with the number of period N=12, and

the horizontal and vertical tunes of the particles are

Qx = 12µx/2π and Qy = 12µy/2π. There are 26 res-

onance lines of Qx,y = m/2 (solid in Fig. 1(a)) with

cosµx,y = cosmπ/12 (m=0, 1, 2, · · · , 12), since the

maximum phase advance in one cell is π and the max-

imum range of Qx,y is from 0 to 6. The 24 dashed

lines in Fig. 1(a) refer to cosµx,y = cos(mπ/12+π/24)

(m=0, 1, 2, · · · , 11), in which the crossing points are

the centers of each stable block. The 4 deep black line

bundles are the borders of the stable regions, corre-

sponding to cosµx,y =−1 and 1.

2.2 Source of structural resonance stopbands

To find the source of structural resonance stop-

bands, we assume this pure periodic structure

(N=12) as a virtual super-periodic structure of NS=4

with each super-period containing three identical cells

of {1/2F, D, 1/2F}. Then, the stability diagram of

such a virtual super-periodic structure (labeled as

Structure B) is shown in Fig. 1(b).

Figure 1(b) is very similar to Fig. 1(a), but the

lines in Fig. 1(b) depict the values of cosµ3x,y. Here,

µ3x,y = 3µx,y with a variation range from 0 to 3π.

Therefore, besides the four border lines of cosµ3x,y =

±1 (corresponds to µ3x,y=0 and 3π) in Fig. 1(b),

there exists another set of four lines of cosµ3x,y =±1,

which corresponds to µ3x,y = π and 2π, appearing

inside the directions of x and y at the center of the

“Necktie”. To make this more visible, each line of

cosµ3x,y = ±1 is shown with two additional lines of

cosµ3x,y = ±0.999 in deep black, respectively. The

whole stable region is divided into 9 blocks by these

lines, with a block with apparent largest stable area

appearing in the center of the stable “Necktie”. It is

important to point out that when the betatron tunes

Qx,y = 4µ3x,y/2π satisfy Qx,y = 4m/2 (m=0, 1, 2,

and 3), the resonance lines appeared here are the real

structural resonance lines of the super-periodic struc-

ture with the corresponding µ3x,y = 0, π, 2π, and 3π.

These values of µ3x,y are the base of the formation

of the structural resonance lines. These lines are the

base of the structural resonance stopbands and will

become stopbands in a real super-periodic structure,

as we will show later. Furthermore, the number of

blocks of the divided stable region in both x and y

directions equals to the number of the cells in each

super-periodic structure, or the maximum phase ad-

vance of µ3x,y/π in the super-periodic structure. All

the other resonance lines of integers and half integers

in Fig. 1(b) are non-structural resonance ones, cor-

responding to µ3x,y = πQx,y/2. The total number of
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the stable regions is N 2
S . If NS is an odd number,

the second order resonance stopbands appear when

Qx,y = NSm/2 (m=0, 1, 2, · · · ).
When a 1-meter straight section is inserted among

every three cells in Structure B, we will have a

real super-periodic structure (labeled as Structure

C ). Then, the stability diagram of this structure can

be got with the same method as previous, shown in

Fig. 2(a) as predicted above.

2.3 Complex lattice cell

A more realistic super-periodic structure is formed

when we assume the gradient of one of the three D

quadrupoles is 1.1y in the three cells of the above

super-periodic structure (Structure C ), while the

other F and D quadrupoles keep the same gradients

of x or y (labeled as Structure D). Thus, the multi-

dimensional case with more than two variables can

still be studied in a sub-space of 2-dimensional case

with Kf and Kd as variables. Fig. 2(b) shows the sta-

bility diagram of this structure. Clearly, the struc-

tural resonance stopbands appear at the similar lo-

cations as Structures B and C with the values of

µ3x,y being ±1 too. The stable blocks which are close

to the borders of stable region are squeezed by the

structural resonance stopbands.

Fig. 2. Stability diagram of a super-periodic

structure. (a) Structure C ; (b) Structure D .

Clearly, it is very important to draw the sta-

ble diagram in an intuitionistic sub-space from the

multi-dimensional case. Besides the method men-

tioned here, another one to deal with the problem

is to let all the Kfi and Kdi to be xKfi,0 and yKdi,0,

respectively, where Kfi,0 and Kdi,0 are the strengths

for quadrupoles in a given lattice, and x and y are

the two variables of the 2-dimensional sub-space. Our

calculations show that both of the two methods are

very effective, and their results are very similar in the

region near the nominal working point. The second

method will be used in the applications of the real

machines in Section 3. Up to now, we use a linear

optics to get the stability diagrams and the structural

resonance stopbands.

Now let’s turn to the theoretical explanation of

structural resonance stopbands. Consider two dif-

ferent periodic structures, say Pk and Pi, with Pk

the main structure, which can be a periodic structure

containing k identical cells or a quasi-periodic struc-

ture with k similar but not strictly identical cells. We

assume the start or the end of this transfer matrix is

the symmetric point of the periodic structure, so the

transfer matrix of Pk is

Mk =







cosµm βm sinµm

− 1

βm

sinµm cosµm






, (1)

where µm, αm, βm and γm are Courant-Snyder

parameters
[5]

. Let Pi be another lattice structure,

with the transfer matrix

Mi =







cosµ1 β1 sinµ1

− 1

β1

sinµ1 cosµ1






. (2)

If Pi has a symmetry around its center, we then divide

Pi into two identical parts and put them at the two

ends of Pk to form a periodic cell of {Pi/2, Pk, Pi/2}.
The betatron phase advance µ in this structure and

the β function of the starting point as follows can be

expressed as:

cosµ = cos(µm +µ1)−
(z−1)2

2z
sinµm sinµ1, (3)

β =− r12√
1−cos2 µ

, (4)

and

r12 = β1

[

sin(µm +µ1)−(z+1)sin2
(µ1

2

)

sinµm +

(

1

z
−1

)

cos2
(µ1

2

)

sinµm

]

. (5)

Here, z = β2/βm, β2 is the envelope function at the

central symmetric point of Pi alone. Unstable stop-

bands appear when |cosµ|> 1. The number of stable

blocks in one direction (x or y) equals to the max-

imum phase advance in the main structure in unit

of π, i.e. µm/π. If the main structure consists of k
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identical cells and the value of µm has a range of kπ,

the number of the divided stable blocks per dimen-

sion will be k, which is independent on the number of

super-periodic structure in the whole ring. It is worth

pointing out that even the main structure is not nec-

essarily a strictly periodic structure, but can be a

quasi-periodic structure or very complex one without

periodicity, if the total maximum phase advance is

kπ, the situation of the division of stable blocks still

remains the same as above. In other words, no mat-

ter which quadrupole’s strength changes in the main

structure and how its parameters change, the struc-

tural resonance stopbands will appear, providing the

value of µm/π reaches a certain integer. This is the

theoretical basis of the above method.

Figure 3 gives the contour lines of cosµ in the plot

of µ1-µm when k=8, among which the dark black and

gray islands are unstable regions of |cosµ|> 1. These

islands are widest at µ1 = π/2 and 3π/2, but disap-

pear near µ1 = π and 2π. This condition for disap-

pearance of unstable islands corresponds to the case

when Pi is an insertion of π phase advance, and be-

longs to the matched case. Another kind of matching

happens when z=1, say βm = β2. To a certain ex-

tent, the mismatching of the lattice can be regarded

as a certain kind of magnet errors in the lattice. Of

course this error or mismatching is considered to be

sufficiently small.

Fig. 3. Contour lines of cosµ.

2.4 Non-linear variation of β function near

resonance stopbands

The variation of the β function can expose more

features of structural resonance. We take the value

of the β function at the starting point, say βin given

by Eq. (4), as an example to study its variation and

let β1=4m, z=0.7, and µm varying from 0 to 2π, as

shown in Fig. 4. The stable region is the narrow-

est when µ1 = π/2 (dot-dashed lines), and the corre-

sponding βin varies most. We note that a condition

when βin becomes smaller should be avoided, since

that necessarily implies the β somewhere in the pe-

riodic structure becomes larger. The closer to the

region of µ1 = π or 0, the wider the stable region and

the smaller the βin varies, i.e., the closer the lattice

structure approaches to the case of matching. In a

fully matched case, we have βin = β1. From Fig. 4, we

can see that, around each stable region, the βin at the

right edge of the stable region increases quickly, while

it approaches to 0 quickly too at the left edge. So

the working point should be chosen in the smoothly

changing part in the stable region, i.e., µ1 should be

made to stay far away from π/2. The variation of

βin as a function of µm is periodic, but becomes very

complicated and dependent on the lattice itself in the

x-y plot without this kind of periodicity.

Fig. 4. Variation of βin as a function of µm

when β1=4m, z=0.7.

Lines represent µ1 = π/64 (solid), π/4

(dashed), π/2 (dot-dashed), 3π/4 (big-

dashed) and 0.95π (thick and grey).

Some lattices unavoidably work near structural

resonance stopbands, where β function locates in the

area with asymmetrical change, we find the dynamic

aperture will be asymmetric with respect to momen-

tum deviation (∆p/p). The requirements of chro-

maticity correction are different for particles with

+∆p/p and −∆p/p. Clearly, how to find a lattice

to have as small change of β function as possible is a

problem worthy of further study.
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3 Applications

As an example, we study the high brightness mode

(HBM) and general purpose mode (GPM) of the HLS

in NSRL, Hefei, China1), with the envelope and dis-

persion functions of a cell shown in Fig. 5. In these

lattice configurations, the number of K’s in a super-

periodic structure is more than two. To review the

chosen working points in our study, we can linearly

change the gradients of all the focusing and defocus-

ing quadrupoles in the super-periodic structure with

a same scaling factor from their original values. By

scaling all focusing quadrupoles with one factor x and

all defocusing quadrupoles with another factor y, we

can get a 2-dimensional x-y stability diagram to study

the choice of working point, and give some guidance

in principle.

Fig. 5. Lattice configurations and twiss param-

eters of the HBM (a) and GPM (b) of HLS.

The super-periodic structure of the HBM is com-

posed of two mirror-symmetrical structures, each

with 8 quadruopoles. Q1 to Q8 correspond to the

quadruoples from left to the midpoint shown in

Fig. 5(a) and the 8 remaining quadrupoles from the

midpoint to the right are mirror-symmetrical. The

whole ring has a super-periodic structure with NS=2,

and the tunes are Qx/Qy=5.82/2.42. The GPM

structure has a simpler symmetry than that of the

HBM, as shown in Fig. 5(b). Using the method men-

tioned above, we multiply all the gradients of F’s with

x, and all the gradients of D’s with y. Fig. 6 shows

the stability diagrams of the region near the chosen

tunes.

Fig. 6. Stability diagram near the working

points of the HBM (left) and GPM (right) of

HLS.

The U-shaped lines in Fig. 6 are due to the lim-

ited line number and CPU time. As to the HBM

case, in Fig. 6(left), two structural resonance stop-

bands (solid lines) along the x axis (from left to right)

correspond to Qx=5 and 6. This is because the num-

ber of super-period NS=2, and thus all the resonance

stopbands with Q’s equal to integers become very

wide. The crossing point of the two thick gray lines is

the nominal working points, Qx/Qy=5.82/2.42. Al-

though Qy=2.42 is very close to a half integer, the

corresponding resonance stopband is not a structural

one, so it is not yet dangerous. But Qx=5.82 is close

to the integer structural resonance stopbands, affect-

ing the performance of the machine. This is verified

in Fig. 7, in which the β functions at the center of

the long straight section vary with the scale factors x

and y near this point. In Fig. 7, when x changes while

keeping y=1, Qx varies from 5 to 6 correspondingly

and βx increases when Qx approaches 5 or 6, and is

nearly a constant when Qx is near 5.5. To the right

side of the chosen working point (x and y=1), the βx

increases rapidly with x (from 22.4m to 41.5m in the

range of ∆x=0.004, ∆β/∆x = 4.8× 103m), while to

the left side, the βx decreases not so rapidly. This

difference causes difficulty of chromaticity correction,

leading to an asymmetry of the dynamic aperture

for the cases of ±∆p/p. The performance of the ac-

tual machine can be seriously compromised. When y

changes while keeping x=1, Qy varies from 2 to 3 cor-

respondingly, and βy near the working point changes

much less than βx. This indicates the vertical oscil-

lation of particles is more stable in this machine, and

predicts that the vertical dynamic aperture should be

1) LI W M, ZHANG H. private communication, 2005.
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larger than the horizontal one.

Fig. 7. βx variation with x when y=1 (left) and

βy variation with y when x=1 (right) in HBM.

For the case of GPM, as shown in Fig. 6 (right),

the crossing point of the two thick gray lines is the

nominal working point Qx/Qy=3.58/2.58. Since the

number of super-periods NS=4, the structural reso-

nance stopbands are somewhat sparse, and only ap-

pear when Q is an even integer. Four structural reso-

nance stopbands (solid lines), each of which is consists

of several solid lines, correspond to Qx,y=2 and 4 and

form 16 stable blocks (with the dashed lines as their

borders) enclosed by the above solid lines’ stopbands.

It is fortunate that the horizontal tune Qx=3.58 is

not close to the structural resonance stopband Qx=4,

though the stable block where Qx=3.58 is located is

squeezed and becomes smaller in appearance. It is

easy to find that the GPM has more and larger sta-

ble regions than the HBM, deducing that the GPM

should have a better performance than the HBM.

Figure 8 shows how the β functions at the center

of the long straight section of the GPM structure vary

with x and y, respectively. Near the chosen working

point, βx changes from 21.5m to 23.5m in the range

of ∆x=0.005 (∆β/∆x = 4×102m), which is an order

lower than that in the HBM. The βy only decreases

0.14m in the range of ∆y=0.005. It is noticed that

the horizontal axes span two integers, i.e., Q changes

from 2 to 4. The βy varies little when Qy varies in the

region 2.5, 3 and 3.5. Clearly, if the horizontal tune

can be lowered somewhat, the GPM’s performance

should be greatly improved.

Fig. 8. βx variation with x when y=1 (left) and

βy variation with y when x=1 (right).

To confirm the results, we investigate the detun-

ing and the dynamic aperture of the GPM and HBM

modes of the HLS. In the lattices of the GPM and

HBM, 2 families of sextupoles are optimized for chro-

maticity correction. With these sextupoles, both the

horizontal and vertical linear chromaticities of the

GPM and HBM lattices are corrected to +1. Fig. 9

shows the tune variation of the two operation modes

of the HLS versus the momentum deviation (∆p/p)

of particles. It is easy to see that the tunes of the

GPM lattice vary less and have smoother depen-

dences, compared with the HBM lattice.

Fig. 9. Tune variation vs. momentum devi-

ation for the operation modes of HLS. (a)

HBM; (b) GPM.

The dynamic apertures, at the center of the long

straight sections for the HBM and GPM lattices of

the HLS are shown in Fig. 10. The code SAD
[6]

is

used to calculate the dynamic apertures. No mag-

netic field errors are taken into account in the sim-

ulation. The vertical emittance is taken as half of

the horizontal natural emittance, and the longitudi-

nal oscillation is included during the 1024 turns of the

tracking. One can see that the dynamic aperture of

the GPM lattice is nearly three times larger than that

of the HBM for both on- and off-momentum particles.

The asymmetry of the dynamic aperture for particles

with ±∆p/p is apparent in each mode, as expected

from the previous analysis. Particles with positive

momentum deviation have bigger dynamic apertures

in both HBM and GPM. In the HBM, the vertical dy-

namic apertures are larger than the horizontal ones,

which also confirm our previous deduction. This also

coincides with the actual operating experience of the

HLS. It’s worth pointing out here that the dominant

reason for the smaller dynamic aperture of the HBM

is that working points are closer to the structural res-

onance stopbands than those of the GPM. Under this
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circumstance, the sextupoles’ strengths of the HBM

are hard to be optimized to have a better dynamic

aperture.

Fig. 10. Dynamic aperture of the two modes of

the HLS lattice. (a) HBM; (b) GPM.

For comparison, we investigate the lattice of the

BESSY-.
[7]

in Germany. Fig. 11(a) shows the lattice

configuration, and Twiss functions in a standard cell.

The nominal working point is Qx/Qy=5.55/3.25, and

the number of super-periods is NS=2. Note that the

BESSY-. lattice has one more quadrupole on the

left side of the standard cell than that of the HLS.

Fig. 11. Lattice configuration of the BESSY-.

and its twiss parameters in a standard cell (a)

and the stability diagram near the nominal

working points (b).

Figure 11(a) shows the stability diagram of the

lattice of the BESSY-. near its working point. The

structural resonance stopbands (solid lines) in the fig-

ure correspond to Qx=5 and 6, Qy=3 and 4, respec-

tively. Since the working point (crossing point of the

two thick gray lines) is far away from these stopbands,

the β functions at the center of the long straight

section should be in a smooth region, as shown in

Fig. 12. Additionally, the structural resonance stop-

bands in Fig. 11(b) are much narrower than those in

Fig. 6(left), which means the corresponding driving

harmonics of the lattice are relatively lower. We can

see from the comparison that the performance of the

HBM of the HLS could be improved if its horizontal

tune Qx is moved closer to 5.5.

Fig. 12. βx variation with x when y=1 (left)

and βy variation with y when x=1 (right).

It is necessary to point out that the method we

applied above adopts the 2-dimensional sub-space

in the multi-dimensional gradient variables. If we

take any two of the gradients as variables and keep

other parameters constant to construct a different 2-

dimensional space, we can find that they will have the

same characteristics. The reason is that the forma-

tion of the structural resonance stopbands comes from

the harmonic number of the super-periodic resonance

in the lattice configuration, and is not determined by

how in detail the stopbands are approached by any of

the two variables being varied. This has been demon-

strated from the above discussions. No matter which

two gradients in a super-periodic structure are be-

ing varied, the structural resonance stopbands will

be generated as long as the absolute value of cosµ3x,y

is bigger than 1.

4 Conclusions

The formation of the structural resonance stop-

bands and their features are described in this pa-

per. With the new method developed here, the multi-

dimensional case with more than two variables for a

complex lattice can still be studied in a sub-space of

2-dimensional case with Kf and Kd as variables.

For a given super-periodic structure, the number

of the divided stable blocks per dimension in the sta-

bility diagram is independent on the number of super-

periodic structure in the whole ring. Even the main

structure is not necessarily a strictly periodic struc-

ture, but can be a quasi-periodic or a very complex

one without periodicity, the situation of the division

of stable blocks still remains the same. The total

number of the stable regions in the Necktie diagram

has a tight relation with the maximum phase advance

µ of the main lattice cell, but it is independent on
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the number of super-period NS. When µ/π equals to

integer, the structural resonance stopbands appear.

Using the method developed upon the above theory,

we can study the stability diagram of a lattice with

any complex cell as its main structure, giving a clear

physics picture to choose working point.

Moreover, when the working point of a lattice ap-

proaches integer and half-integer structural resonance

stopbands, the β function undergoes a dramatic non-

linear change. This change is the main source of the

large reduction of dynamic aperture and the strong

asymmetry with respect to the positive and negative

momentum deviations observed in simulation codes.

To optimize the lattice design of a storage ring,

therefore, we should pay more attention to the

structural resonance stopbands caused by the super-

periodic structure. We should not be content with

using the Qx-Qy diagram to choose the working point,

but should firstly refer to the stability diagram, which

adopts focusing gradients as variables. Only in this

stability diagram in quadrupole strengths can we be

provided in general a clear picture of how to find

quickly the preferred stable region and to locate the

working point in the stable region. So when the work-

ing points of a lattice have to be close to an integer or

half-integer, one should choose the region where the

β function changes comparably smoothly. At last,

the check with dynamic aperture simulation can help

one to convince the lattice design and can further

reveal the higher order resonance effect. This design

principle has been applied to the practical cases, and

the results from the operating lattices confirm all the

conclusions we got.
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